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Abstract—In recent times, many blockchain solutions have
been proposed for automatic electronic contracts on a blockchain.
The most prominent example of it is Ethereum smart contracts.
In many cases, it is necessary to be able to sign contracts involving
things in the physical world that are not represented in the form
of crypto-assets. Such a contract can be legally enforced after
all the parties have signed them in case any party backs out
after signing the contract. We propose a solution to advertise
and sign anonymous multi-party contracts that are designed to
be acceptable and enforceable in a court of law once they are
signed.

To enable this, we also provide a designated deanonymizer
ring signature that allows some designated deanonymizers to be
able to break the anonymity of the signer and also allows them
to prove the true identity of the signer to any third party of their
choice.

Index Terms—Anonymous contracts,
Deanonymizer Ring Signature, Blockchain

Designated

[. INTRODUCTION

Since the popularity and momentum of Bitcoin [1] sky-
rocketed, there has been much interest in other applications of
the underlying technology, now called a blockchain or more
generally a distributed ledger. Among them, smart-contracts
have come up as a groundbreaking idea. Instead of only
validating the result of the transfer of coins, the validators
are now responsible for validating the result of an arbitrary
computation. The concept of a smart-contract has been a
massive breakthrough since any agreements or arrangements
can now be executed on a blockchain platform. One direct
application was smart contracts to support custom tokens; for
example, ERC20 tokens [2] on Ethereum blockchain [3].

Smart contracts directly allowed multiple parties to trade
different assets on the blockchain automatically. However, the
automatic execution of contracts can only be done if the
assets being traded are somehow being represented on the
blockchain with some form of a smart-contract. Either these
assets are of purely cryptographic origin, for example, proofs
of work or tokens in a different blockchain, which can be
traded through a technique called atomic swap [4]; or these
assets are some cryptographic representation of some physical
assets, for example, fiat-backed cryptocurrencies. In the case
of the later, there must be some third-party arbiter to make
sure that the cryptographic representation correctly represents

a physical asset. This dependency on a central party cannot
be avoided since the existence and value of physical assets
cannot be ascertained cryptographically.

However, it may be worthwhile to try to minimize the
interaction with this arbiter and restrict our interaction to the
only times when there is a dispute. In the real world, such a
system exists in the form of the judiciary. The judiciary needs
to intervene only in case of a dispute. There are also forums
called alternative dispute resolution systems that can be used
for this purpose. Some of these systems can use a decentralized
mechanism for a conflict resolution with a majority vote
among several judges. Such systems are introduced in section
I

The judiciary is dependent on the parties in conflict to
be able to prove their claims using some form of evidence.
In the case of trade, such evidence is usually some contract
documents signed by all the parties involved. Contracts can be
either signed physically or digitally. Once a contract is signed,
it can be enforced by the legal system.

However, when working with an online trading platform,
anonymity and privacy are of great importance. In the case
of a centralized web-based system, anonymity is maintained
by entrusting the central system not to disclose any private
data. On a blockchain system, however, preferably, there are no
privileged parties who can hide information from the system
while still using that information to facilitate the trade.

In our proposed solution, we provide a way to sign legally
enforceable contracts anonymously. Our solution ensures that
the following properties hold -

¢ Any authorized party with a verified public key must be
able to post an anonymous advertisement for the contract.

o Any party must be able to communicate with an adver-
tiser anonymously.

e The system must ensure that all signatures are done
only by validated users without being able to know the
identities of the parties involved.

o The system must ensure that the parties involved in a
contract know the identity of one another, while the
contract remains anonymous to anyone else.

o In case any of the parties break the contract after it has
been signed, any of the others involved must be able to
prove the identity of all of the signers in the court of law
or an alternative dispute resolution system.
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« Since the public keys used for signing contracts must be
mapped to some real parties in the physical world for the
signatures to be legally enforceable, and we assume some
authority for providing the mapping after doing validation
and paperwork. This can be performed by a traditional
certifying authority.

In the current system, we propose two different kinds of

contracts - a seller-buyer contract and a peer-to-peer contract.

In a seller-buyer contract, a seller wants to get paid in
cryptocurrency in exchange for some services or goods. Our
proposed system allows the seller to post an advertisement
anonymously and then sign a binding contract with any
interested party. Signing the contract discloses the identity of
the seller to the buyer while keeping the seller anonymous to
the rest of the world.

In the case of a peer-to-peer system, one party advertises
for a trade of two different physical assets. One example of
such an asset transaction can be a promise to pay interest in
exchange for a loan, or a promise to exchange the ownership
of bonds of different companies. Our proposed system allows
any verified user to create an advertisement that other verified
users can respond to and strike a deal. When the signature is
done, each party learns about the true identities of all the other
parties, but everyone remains anonymous to non-participating
parties.

It is well-known that in any multi-party communication
protocol, the party that is supposed to send the last message
can abandon the protocol while still having access to the
data communicated by everyone else. In our system, such
an abandonment would disclose the identities of the players
who have already signed, to the party that abandons the trade.
In such a case, our system proposes to resolve the problem
of parties abandoning the deal after some other parties have
already signed. It does so by locking cryptocurrency funds of
each party beforehand until he/she signs the contract.

II. RELATED WORK

The concept of a ring signature was first suggested in [5]. A
ring signature allows anonymity for the signer by allowing the
signer to hide his/her public key within a set of other public
keys of his/her choosing. A ring signature proves the fact that
one of the given set of public keys belongs to the real signer,
without giving out the identity of the signer. There is a fair
amount of research on ring signatures with different properties
and security definitions.

A verifiable ring signature [6]—[8] is a ring signature that
allows the signer to prove he/she indeed is the real signer to
a verifier if he/she wants to. An accountable ring signature
introduced in [9] allows a designated set of deanonymizers to
find out the real signer in the ring. However, it depends on the
user being in possession of a certified smart card that holds the
private key, which the user cannot have access to. It also does
not provide any way for the deanonymizer to prove the identity
of the real signer to anyone. [10] describes an accountable
signature scheme which provides the same functionality. The
signatured described in [10] has better assymptotic complexity,
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but ours perform better for smaller rings. Also, in case there is
a need for the use of multiple deanonymisers, our construction
provides better performance for that.

There has been some work in the area of having legal
contracts on a blockchain. The Decentralized Arbitration and
Mediation Network [11] is a project to provide a framework
for arbitration using smart contracts. However, this is still a
work-in-progress.

A significant amount of work on alternative dispute resolu-
tion on smart contracts has been done by the Juris team [12].
Juris defines a structure for legal contracts on a blockchain,
and an elaborate process for dispute resolution. Juris allows
the creation of smart contracts that fix the terms of a dispute
resolution. Once a party asks for arbitration, that party can
trigger the arbitration process. This immediately stops all
further execution of the contract and freezes all funds in
a special locked account. The Juris dispute resolution can
happen in the following three manner -

1) Self mediation: This allows parties to resolve disputes
using the contract to either proceed in the previously
agreed-upon terms with mutual consent among all the
involved parties or proceed with different terms agreed
upon by the involved parties.

SNAP Judgement: If self mediation does not work, any
party can escalate it to the Simple Neutral Arbitrator
Poll or SNAP judgment. This process costs some inbuilt
cryptocurrency called JRS. Some JRS is attached to a
contract for this purpose when it is created. Some more
can be attached by the parties. The JRS is paid to the
Jurists who would be responsible for deciding the judg-
ment. The jurists vote in an anonymous, decentralized
poll. All the parties can see the result of the poll, i.e.,
the number of votes in favor of each possible outcome.
They may choose to agree to a resolution suggested by
the jurists.

Binding PANEL Judgment: If none of the above
mechanisms work, the case would be escalated to the
Peremptory Agreement for Neutral Expert Litigation or
PANEL. This is a mechanism similar to the SNAP
judgment in that it is made by a panel of Jurists.
However, this judgment is binding on the parties, and
the jurists are not anonymous. A presiding High Jurist
would then be able to execute the decision and mark the
dispute as closed.

The Juris system also has a mechanism to keep track of the
reputation of every Jurist along with their area of expertise.
The reputation is computed based on data both on blockchain
and outside of the blockchain, like certification.

Kleros [13] defines a decentralized dispute resolution frame-
work that is incentive-driven and works for cases where all
the evidence can be evaluated electronically. Kleros allows
smart contracts to make themselves arbitrable. Arbitrable
contracts have the option to choose the courts under whose
jurisdiction they would operate. Both the courts and the jurors
are categorized per specialization in a tree structure. Jurors are
compensated using cryptocurrency that the parties need to pay.

2)

3)
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One difference between Kleros and Juris is that Kleros allows
an unlimited number of appeals with the condition that the
number of jurors is doubled in each appeal. This increases the
cost proportionally. However, the option of multiple appeals
curbs the incentive to bribe the jurors. Our work is, in some
sense, complementary to Juris and Kleros.

There has been very little research on privacy-preserving
contracts on a blockchain. A system called Hawk [14], privacy
is achieved by having a trusted party computing and certifying
the result of the computation dependent on private data. Such
a system creates a dependency on the honesty of the central
party. Lelantos [15] is a system that uses blockchain and onion
routing to deliver packages anonymously.

III. OUR CONTRIBUTION

We make the following contributions -

o We propose an optimization of the zero-knowledge proof
of linear member tuple [16].

o We propose a different construction for a designated
deanonymizer ring signature that allows the anonymity
of the signer while allowing the deanonymizers of the
signature to be able to know the true identity of the signer.
The deanonymizers are also able to demonstrate the true
identity of the signer to anyone.

« We propose a blockchain smart contract-based system to
allow the signing of a contract anonymously by multiple
parties. Such contracts can then be enforced by systems
similar to [12] and [13] or a court in case of a dispute.

IV. NOTATIONS

We use the following notations and conventions.

e We use ¢ € {1..m} as the index of a component of a
tuple, and j € {1..n} to index a tuple in a set. In the
case of the designated deanonymizer ring signature, ¢ is
used as the index of a deanonymizer, and j is used as the
index of a signer in the ring.

o The counting variables are written as the superscript,
and the bound ones are written as a subscript to avoid
confusion. If j is written as a superscript, that means its
a sequence with an element for each value for j. For
example, X7 = a’Y7 means for each j, X; = a;Y;
and X = {a’Y’}, means X = {a1Y7,a2Ys,...} for
all values of j. If we use parentheses instead of curly
braces, it means an ordered set. So, X = (a/Y7), means
X = (a1Y1, a2Y3,...). On the other hand, in the case of
X = sAj, the j refers to either a fixed value or a value
known from the context. For example, Vj, A; = s;B; is
the same as A’ = s/ BJ. Some conditional expressions
are also used. The expression A77* = sJBJ represents
Vj € {1.n}\ {k}, A; = s;B;. Notice that the condition
is used on only one of the occurances of j for brevity.

« G is a DDH elliptic curve group of prime order ¢g. G is a
system-wide fixed generator of G. F, is the field integer
modulo ¢. Fy is F, \ {0}. H, is a hash function with
output in Fp.
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o If X is a set, then z <— X denotes a random sample z
being picked from a uniform distribution over X. If X is
a probabilistic polynomial-time algorithm or PPTA, then
x <— X represents that x is the output of one run of the
algorithm X.

e A function f : N — R is negligible if Vo € N[3z¢ €
N[Vz € N[z > z = | f(z)| < Z]]]. For our system, we
use the security parameter A which represents the number
of bits required to represent the order g of the group
G. We say f(\) = ¢(N) if the function f(\) — @(N) is
negligible in A\. We assume that ¢ is the function of the
parameter A and 1/g()\) = 0.

V. DESIGNATED DEANONYMIZER RING SIGNATURE

We propose a designated deanonymizer ring signature to fa-
cilitate our trade of commitments. A designated ring signature
allows a set of designated public keys such that the owners
of the corresponding private keys can deanonymize the signer.
In addition, a designated deanonymizer ring signature gives
the deanonymizers the ability to prove the identity of the real
signer to everyone.

A designated deanonymizer ring signature is a multi-party
protocol - a signer, a set of deanonymizers, a verifier, and an
authority.

o The signer must have permanent key-pair verified by the
system.

o The deanonymizer key-pairs are ephemeral and can be
used for exactly one signature. We support multiple
deanonymizers in our signature.

e The signer is the party making a commitment to the
deanonymizer.

e Since it is a ring signature, the signer hides his/her
permanent public key in a random collection of other
decoy public keys.

« However, a designated deanonymizer can discover the
true identity of the signer using his/her ephemeral public
key.

o A deanonymizer can prove the identity of the true signer
to an authority or a judge using an interactive protocol.

« A verifier does not need a key-pair, which means anyone
can verify a signature.

o A verifier checks that the deanonymizer can know and
prove the identity of the true signer to any authority
during verification. An authority does not need a key-
pair.

The following describes a designated deanonymizer ring

signature formally.

« Key Generation: The ;% signer generates a permanent
key-pair (sk;j,pks;) < Gen(). The i*" deanonymizer
generate his/her own key-pair (skq;, pkq;) < Gen().

o Signing: For a message M, a set of public keys of
possible signers {pki}, k being the index of the public
key of the current signer, secret key sk, for the public key
{pksk} , deanonymizer keys {pk’}, the signer generates
a signature I < Signsy, (M, (pk?), (pk}))
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o Verification: For a message M, a set of public keys
of possible signers {pki}, deanonymizer keys {pki},
and the signature II, the verifier checks the validity
using validity + Verify(Il, M, (pki), (pky)), where
validity € {0,1}.

Deanonymization: For a message M, a set of public
keys of possible signers {pkJ}, k the index of the public
key of the current signer, secret key sk, for the public
key pks , deanonymizer keys {pk}, the signature II,
and the private key skq; for the I*" deanonymizer, the
deanonymzer can compute the public key of the true
signer using pkg = Deanonymizegy,, (1L, M, (pk?)).
Demonstration of the signer by the deanonymizer:
For a message M, a set of public keys of possible
signers {pk’}, k the index of the public key of the
current signer, secret key sk; for the public key
pksk, deanonymizer keys {pk}}, the signature II, and
the private key skq for the [** deanonymizer, the
deanonymzer can execute an zero-knowledge interactive
proof protocol to any authority to demonastrate the
identity of the correct identity of a signer to any
authority. The protocol between the prover P and the
authority A would be represented as (7, pksk,s) =
Demonstrate(P(ska), V, 1L, M, (pk?), (pk%), pkar).
where T is the transcript of the proof pkgy is the true
signer, and s is the result of the verification. s = 1 if the
verification succeeds and s = 0 otherwise.

ring signature even when provided with a signing oracle.

(skg, (pky)) < Gen();
(skL, (Pk{)) = Gen();

ki {1.‘71};

k‘g — {17’L} \ {kl}; 1
Pr |t =b| b+ {1,2} ~ 3

k= ky;

IT < Signgr., (M, (pki), (Pk));
b AL, ki, ko, M, (pk),
(pk3));

« Nonrepudiation: The nonrepudiation property states that

an adversary cannot create a signature that is valid for
either two different messages or different signer rings or
deanonymizer rings or both. The adversary is allowed to
create all the public keys of its choice, thus allowing it
to know all the private keys. This property guarantees
that a signer cannot later claim that the signature was for
a different message. In the following, i’ € {1..m'} and
j" € {1..n'} where (m’,n’) are possibly different from
(m,n).

(M, M, 1L, (pk}), (pK'),

(pk), (pk']))  A;

The following are the properties of a designated deanonymizer

v+ Verify(Il, M, (pkd),
ring signature -

(pki); ~0

o Completeness: The completeness property states that if

Pr

the signature is correctly created by a owner of one of
the private keys, the public keys of which are listed in
the ring of signers, then the verification is guranteed to
be successful.

(sk, pki) < Gen();

(sk,pkl) < Gen();

k<« {1.n}; =1
IT <= Signy,, (M, (pk2), (pky));

v« Verify(Il, M, (pk), (pkg));

Priv=1

Existential unforgeability: Existential unforgeability
guarantees that an adversary cannot produce a signature
without a private key when provided with a signing

v Verify(Il, M’,
(PK"% ), (PK'3));

Designated deanonymization (sanity): This property
guarantees that it is not possible for a PPTA to create
a signature such that it deanonymizes to a public key
outside of the list of public keys in the ring of signers.
The adversary is allowed to create all keys other than the
key-pair of that particular deanonymizer.

1+ {1..m};
(skar, pkar) < Gen();

(M, 1L, (pki), (pki7"))

oracle, with the condition that it is not allowed to query v = 1A A9 (ska);
for the input for which it outputs a signature. For any Pr| pk ¢ {pki}A | 7= Q(M (pk7]) (pki)) ~0
PPTA adversary A, and an oracle O that returns a valid T¢0 ° v (_ Vevji fys T

signature for any M’, (pk?), (pk,). Let 6 be the set of all
the queries made by A to O.

(ski,pkl) < Gen();

(M, 1L, (pk})) < AZ ((pki));
7= (M, (pk), (pky)); _
v+ Verify(Il, M, (pkl), (pkj));

v=1A
T¢0o

o Anonymity: The anonymity property guarantees that a
PPTA adversary cannot find out the real signer in the
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(IL, M, (pk), (PkY));
pk Deanonymizeskdl
(IL, M, (pki));

Designated deanonymization (unforgeability): The un-
forgeability property of the designated deanonymization
guarantees that even when an adversary knows all the
private keys of the signer ring except one, it cannot make
it look to the deanonymizer like the one signer that it does
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not have the private key of, actually was the real signer.

I L+ {1..m}; 1

k<« {l.n};
(skar, pkar) < Gen();
(Skskvpksk) <~ Genv();

v=1A (M, IL, (pki7*), (pki™))

Pr | pk=pka/ | « A (ska); ' ~0

T¢0 7= (M, (pk), (k7))

v+ Verify

(IL, M, (pki), (pkg));
pk < Deanonymizesy,,
(IL, M, (pk]));

o Completeness of the demonstration of the signer by
the deanonymizer: The completeness of the demon-
stration means that an honest deanonymizer can prove
the result of the deanonymization to an honest verifier.

[+ {1..m};
(skar, pkar) < ng();
(M.IL, (pk)). (ph™))

— AP (ska); _
(v=1A 7= (M, (pkl), (pk}))
pr Té¢0)=> veVemlf.y _ ~1
(s =1A (IL, M, (pki), (pkq));

pk = pksi) | pk < Deanonymizegy,,
(IL, M, (pki));

(T, pksi, s)
Demonstrate(P(ska), V,
IL, M, (pkl), (Pk3), pkar);

o Soundness of the demonstration of the signer by
the deanonymizer: The soundness property of the
demonstration protocol proves that it is not possible for a
dishonest PPTA A to create a signature collaborating with
a different PPTA A, to demonstrate a different signer
to the authority than what the Deanonymize function
would return for the same signature.

L+ {1..m};
(skar, pkar) < Gen();
(M.IL, (pk]). (k") )

— Ag)(skdl);
(v=1A 1= (M, (pk), (pk}))
Pr T¢0)=> v Verify ~0
(S =1A (Ha M, (pk'g)7 (Pkfi)%

pk # pkei) | pk < Deanonymizegy,,

(Ha M, (pkg)),

(T7 pksk7 3) —
Demonstrate(As(z, skar),
V1L M, (pkg)v (pkfi)vpkdl)? ]

o Zero-knowledge property of the demonstration of the
signer by the deanonymizer: The zero-knowledge
property of the demonstration shows that that for any
PPTA V* acting as a verifier (possibly malicious), the
transcript of the demonstration protocol does not provide
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any information to any PPTA adversary that is also given
access to V*.

(skY, pki) < Gen();

(sk?, pk?) + Gen();

k+ {l.n}; . ,

I < Signy,, (M, (pk?), (pky));
(Tlvpkskns) —
Demonstratel(P(skdl), 1
V*,H,]\/[, (ka)a(pk"zl)apkdl)a 2
T, = S(V’f, 4

IL, M, (pk2), (pky));
b+ {1,2}

v =AV", _

1_-[7 M? (pk:g)7 (kal)7 Tb);

VI. BLOCKCHAIN MODEL

We assume a blockchain with a UTXO model. The UTXOs
in our system supports some level of scripting like Bitcoin [1].
We assume the existence of UTXOs with an internal state. The
states can be set or altered through smart contract calls. We
assume the functionality of being able to call methods on a
UTXO that do not cause the use of the UTXO but instead,
change its internal state based on the custom logic written in
it. This is not very different from Ethereum smart contract,
except that in the case of UTXO, either the entire amount is
spent or nothing is spent.

To spend the UTXO, one must call the
spend(spender, signature, DD RSig) method with
appropriate arguments. If the method returns true, the
transaction is valid; otherwise, it is invalid. We also
assume that calling methods on spent transaction outputs or
non-existent transaction outputs have no effect.

We assume the existence of two system-defined methods
to be usable in the conditional payment code. The method
veri fySchnorr(signer, signature) verifies a Schorr signa-
ture [17] signature of the transaction body against a public
key signer. The method verifyDDRSig(message,
DDRS'ig, peerList) verifies a designated deanonymizer ring
signature DD RSig for the message message, and it also
verifies that the owner of every public key in the list peer List
can both discover the permanent key of the actual signer and
the fact that each of them can prove the identity of the signer
to an authority. For this purpose, the function also checks that
every signer public key used for the ring signature has been
KYC validated.

The protocol requires some broadcast of messages. Since
blockchain systems also depend on peer-to-peer broadcasting
of transactions, the same mechanism can be used to broadcast
encrypted messages that can be decrypted only by the intended
parties. We use the Diffie-Hellman key exchange to establish
symmetric key channels between parties over this broadcasting
mechanism.

1%
|

VII. MULTI-PARTY COMMITMENTS

A multi-party commitment in our system is potentially a
legally binding agreement among multiple participants. We
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propose two different kinds of multi-party transactions -

o Seller-buyer commitment
o Peer-to-peer multiparty commitment

A. Seller-buyer commitment

A seller-buyer commitment is a more straightforward case
where the seller advertises it’s products. The seller wants to get
paid in cryptocurrency in exchange for something written in a
legal contract, which is not a smart contract, but preferably
structured. Although the seller does advertise publicly, the
seller does not want to disclose when a sale has happened.
The following describes the protocol.

Smart Contract 1: Conditional payment for seller-
buyer commitment

Globals: timestamp, creator, committer, contract
function init(cr, com,contr) :

timestamp = currentTimestamp();

creator = cr; committer = com; contract = contr;

end
function spend(spender,signature, DDRSig) :
if spender == creator then

if currentTimestamp() > timestamp+AT N

verifySchnorr(creator, signature) then
| return true;

else
| return false;

end

else if spender==committer then

if verifySchnorr(committer, signature) then

if verifyDDRSig(contract, DDRSig,

{creator}) then
| return true;

else
| return false;
end
else
| return false;
end

end

1) The seller generates a random secret key s < F.

2) The seller computes an ephemeral public key S = sG.

3) The seller broadcasts an advertisement (M,.S), where
M is the body of the contract.

4) An interested buyer, generates an ephemeral key-pair
p + F;,P = pG and broadcasts (M,S,P) as an
interest to this offer.

5) At this point, a Diffie-Hellman key exchange has been

achieved as both sides can compute sP = pS, estab-
lishing a private communication channel between the
seller and the buyer, which they can use to communicate
further. These channels can be used to negotiate over the
contract and decide on a final contract M’ which may
or may not be the same as M.
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6) When both sides are satisfied with a possibly modified
contract M’ and a price ¢, the buyer creates a condi-
tional payment as shown in smart contract 1 using call
init(P, S, M'").

The seller checks that the conditional payment is cor-
rectly created and then spends the UTXO immediately
within AT time using a correct demonstrable signature.
Notice that the seller must sign the UTXO using the
ephemeral key S, but also must provide the DDRS'ig
using his/her permanent key () hidden within a random
list of other permanent public keys.

In case the seller does not spend the UTXO, the buyer
can get his/her money back after the time limit has
expired.

7)

8)

The above protocol makes sure of the following properties.

o If the buyer does not correctly lock his/her funds, the
seller does not provide the commitment.

o If the seller does not claim the funds by disclosing the
correct demonstrable signature, the buyer can reclaim the
funds after AT time, thus canceling the trade.

B. Peer-to-peer multiparty commitment

In this case, the nature of the commitment is peer-to-peer.
The participants can either negotiate offline or respond to an
anonymous advertisement. In the following, we describe the
case of an anonymous advertisement. The offline negotiation
would only take a subset of the steps.

We would like to highlight the problem of information
asymmetry in signing such peer-to-peer contracts. Even though
the contract is not valid until everyone signs it, the act of
signing discloses the identity of the signer to the rest of the
participants. This allows other participants to abandon the
contract once they come to know of the identity of the people
who already signed. To resolve this problem, we propose the
use of locked cryptocurrency funds with conditional payments.
The person who refuses abandons the contract would lose all
the locked funds. The way to unlock the funds is to disclose the
appropriate demonstrable signature. The following describes
the protocol.

1) The advertiser generates a random key p; < Fy.

2) The advertiser computes an ephemeral public key P; =
piG.

The advertiser broadcasts an advertisement (M, Py),
where M is the body of the contract.

i*" interested peer generates an ephemeral key-pair p; <
Fy, P; = p;G and broadcasts (M, P;) as an interest to
this offer.

Once the interests are shared, peer-to-peer Diffie-
Hellman channels open up using the key p; P, = pi P;
between the 7" and the I** peer.

The peers then can negotiate a modified contract M’
and also decide on the order of signing the contract.
The peers also decide on the transaction amount to be
locked for each participant. Let i be the index in the
order of signing, and there is a total of m participants.

3)

4)

5)

6)
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Smart Contract 2: Conditional payment for multi-
party commitment

Globals: timestamp, creator, contract, prev, state,
nextContract, peerList
function init(cr,contr,pr, next, pl) :

timestamp=currentTimestamp();
creator = cr; contract = contr; prev = pr; state =
prelock; nextContract = next; peerList = pl;
end
function lock(signer, signature, DDRSig) :
if signer == prev N verifySchnorr(prev, signature)
A verifyDDRSig(contract++prev, DDRSig,
peerList) then
| state = locked;
end
end

function spend(spender;signature, DDRSig) :
if spender==creator N\ verifySchnorr(creator,
signature) then
if state == prelock then
if currentTimestamp() > timestamp+AT

then
| return true;
else
| return false;
end
else if state==Ilocked then
if verifyDDRSig(contract++creator,
DDRSig, peerList) then

if nextContract#ANULL then
nextContract.lock(creator, signature,
DDRSig);
end

return true;
else
| return false;

end

else
| return false;
end

else
| return false;
end

end

7) The peers must lock their funds in a pre-lock position
in the reverse order of signing with the init function
in smart contract 2. The last peer locks his/her fund by
creation of an UTXO with the agreed-upon amount by
calling init(P,,, M', P,,_1, NULL,{P*}). The other
peers except the first peer then lock their own funds
using init(P;, M', P;_1,next_contract, {P'}) where
next_contract is the pointer to the conditional UTXO
created by the (i + 1) peer. A peer must verify the
(i + 1)*" peer’s contract to be following the protocol
before locking his/her funds.
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8) Now, the first peer verifies all the contracts
are  created correctly. = Then  he/she  calls
contracts.lock(Py, Sig1, DSig1), where Sig; is

his signature on the transaction, and DSig; is the
appropriate designated deanonymizer ring signature.
This locks the funds of P, forever until P, discloses
his/her designated deanonymizer ring signature.

Every other peer with index ¢ then unlocks and spends
his/her own funds in sequence using the appropri-
ate designated deanonymizer ring signature DSig; and
signature Sig; using contract;.spend(P;, Sig;, DSig;).
The designated deanonymizer ring signature needs to be
done on the message M’ + +P;, where +-+ means the
concatenation of the bits. Notice that other than the last
signer, every signer locks the funds of the next signer
permanently by using his/her funds.

The above procedure makes sure of the following properties -

o If any of the peers refuses to lock his/her funds in the
appropriate amount, everyone can abandon the contract,
and no identity is disclosed in the process. Every peer
who locked his/her fund can recover the same using the
spend function after AT time.

« After the first peer discloses the designated deanonymizer
ring signature revealing his/her identity to the other peers,
any player that abandons the process would lose all
his/her funds permanently while others would be able to
recover their funds. The ones who did sign before that
would get their funds immediately after signing, the ones
who did not sign yet can recover their funds after AT
time.

9)

VIII. ZERO-KNOWLEDGE PROOF OF LINEAR MEMBER
TUPLE

The Zero-knowledge Proof of Linear Member Tuple is a
generalization of the Cryptonote signature. We use this many
times in our protocol. All our constructions requie an elliptic
curve for which the DDH problem is assumed to be hard. The
following describes the protocol.

Definition 1. Linear Tuple: We describe a linear t-tuple
as an ordered set of t pairs of elliptic curve points X =
((Xh)/l)7 (X27Y2), ()(57 YJ), ey (Xt, Y;)) such that Elw[Vz S
{1..1}[Y; = wX;]]. We use i as the index of the vector in a
tuple of vectors.

A. Zero-knowledge Proof of Linear Member Tuple

Given a set of t-tuples S {X1,X2,X3,...,X;} of
pairs of curve points, it may be the case that one of the
member t¢-tuples is a linear tuple. We assume this t-tuple
is X ((X1,Y1),(X2,Y2),(X3,Y3), ..., (X, Y:)) where
JwlVi € {1...t}[Y; = wX;]]. We assume that the index of X
in S is k£ . We describe a protocol so that a party with access
to the proportinality constant w can provide a non-interactive
zero-knowledge proof that one of the member ¢-tuple in the
given set of t-tuples is a linear tuple. A bit-string called a
token or a message m € 1* is included in the proof to be able
to use it as a signature.
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The proof involves probabilistic polynomial-time algorithms
- a prover P and a verifier V.
1) Construction of ZkPLMT:
o Prover P(m, S, k, w) : The prover works in the follow-
ing manner.
- Choose r < F}
- Vj # k, choose cj,d; < F}
— Compute hy =1,
hi = Hg(hi—1,S)V3 <i<t

— Compute
Aj :le,

Cj =210 hiXij,
Dj =Y ;s hiYi

- Vj ?é k‘, set Ej = CjA]' + d]'B]',
Fj = CjCj + dej

- Set By, =rAy, Fr, =rCy

- Compute h = H,(m, S, (B9, F7))
- Setdp =h— Zj;ﬁkdj
- Set ¢, = r — dpw
— Output 7 = ((¢,d?))
When a random index k is implied, we denote the call to
the prover by P(m, S, X, w) where X is the linear tuple
at the index k.
o Verifier V(7,m,S) : Given the token m and the proof
m, the verifier does the following.
— Compute ho =1,
hi=Hg(hi—1,S)V3<i<t

— Compute
Aj = Xy,
Bj =Yy,

Cj = ZZZQ hiXij,
Dj =3l iy
- set BV =AY +d' B,
Fi=dCi+d DI
- Compute h = H,(m,S, (E?, F7))
— Check h z Zj d;. If the check works, return 1, else
return 0
2) Properties of ZkPLMT: We now consider the properties
of the ZKPLMT protocol. These properties are adapted from
[18], [19]. All of these properties are proved under the DDH-
hardness assumption. The proofs of the theorems are provided
in the Appendix section.

Theorem 1. Completeness: Given a set of t-tuples

S = {X1,X2,X3,....,X,} of pairs of curve
points,  containing a  member  t-tuple X =
((X17Y1)7(X27Y2)1(X37Y3)a"‘a(Xt7)/;ﬁ)) such that

Jwlvi € {1..t}[Y; = wX;]], if prover P generates w
in the prescribed manner, then V(mw,m,S) = 1, where V is
the verifier working in the prescribed manner.

Theorem 2. Soundness: Given an oracle Op that provides
a valid proof 7' given any message m' and any set of tuples
S’ containing a linear member tuple, for any probabilistic
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polynomial time algorithm P’,

Pr(m,m,S") «+ PIQOP();V(ﬂ,m,S’) = 1] is negligible if
S’ contains no linear member tuple, where 0 is the set of all
queries to Op.

Theorem 3. Proof of knowledge: If there exists a PPTA P’
such that given an oracle Op that provides a valid proof 7'
given any message m' and any set of tuples S’ containing a
linear member tuple, and Pr[V(m,m,S) = 1 A (m,S,7) ¢
0|(m, S, ) « P'eo”();] =0, where 0 is the set of all queries
to Op, and P’ calls the random oracle Q) times; then there
exists an extractor E such that Prjw = w'|w’ < E(P’);] >
56((5 —1/q) where S and w are as defined in theorem 1.

Theorem 4. Mixing: Under the DDH assumption, for any
probabilistic polynomial time algorithm A, Prlk = K'|m +
P(m,S,k,w); k' <+ A(m,S,m)]—1/||S|| is negligible where
S and w are as defined in theorem 1 and k is the index of
linear tuple in S.

Theorem 5. Non-interactive Zero-knowledge [20]: We
rewrite P(m, S, k,w) = p/o# (m, S, k,w), where O is the
random oracle. There exists a simulator S, such that for
any (m,S,k,w), Prjt/ = b|(m,0s) + S(m,S);ms +
P98 (m, S, k,w); b« {1,2}; + A% (m,S,m)] = 3.

Theorem 6. Token Stickiness: For any probabilistic polyno-
mial time algorithm P’, Pr[(m,S',S",m',m") < P';m’ #
m" AV(m,m',S") = 1AV (x,m",S") = 1] is negligible.

Our version of the protocol is faster than the original version
in [16] because it is faster to compute the sum of scalar
products of curve points than to individually compute the
scalar products and then to sum them as mentioned in [21].

IX. CONSTRUCTION OF THE DESIGNATED DEANONYMIZER
RING SIGNATURE

The signature has four roles involved - a signer, several
deanonymizers, a verifier, and an authority.

A. Key Generation:

The keys used are all elliptic curve Schnorr signature keys.
For a system-wide fixed generator GG, the private key is a
randomly generated scalar x < I, and the public key is
X =z2G.

B. Signing
The signer creates a signature to make a commitment
towards the deanonymizer. For the message M, signer private
key g, the signer public key () = qG, the deanonymizer public
keys (P?%), the signer creates the signature as follows.
o The signer chooses public keys {Q1,Qa, ..., @} from
the system containing ). We assume that the index of @
in this array is k, i.e. Q = Q.
o The signer computes R’ = qP".

o The signer computes the linear tuple X =
((G,Q), (P', R")). ,
e« The signer computes non-linear tuples Y7 =

((G,Q%), (P, RY)) for all j # k. Assign Y}, = X.
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o The signer computes the proof m = P(M, Y3, k, q)
o The signer shares the signature (7, M, R?, P*, Q7)

C. Verification

The verifier verifies the signature in the following manner.

o The verifier computes Y7 = ((G,Q7), (P, RY))

e The verifier returns the result of the verification
V(m, M, (Y?))

D. Deanonymization

The [ deanonymizer can discover the true signer by simply
computing @ = p; '(mQ) = p; ' (paG) = p;'(qh) =
pflRl where p; is the private key of the I*" deanonymizer
and P = P, = p;G is his public key.

E. demonstration of the signer by the deanonymizer

A deanonymizer can prove the true identity to any authority
(identity verifier) using generalized zero-knowledge proof of
linear dependence described in [16], which is a generalization
of Chaum’s undeniable signature [22] to multiple linear tuples.

o The deanonymizer sends the signature
(7, M, Rt, P',Q%), his own public key P and Q
to the authority. First, the authority checks that P is one
of the deanonymizer public keys in the signature. The
authority runs the verification algorithm on the signature
to check if it is valid.

e The authority chooses a random scalars ¢, u < Fg,

o The authority computes C' = tG + u() and shares it to
the deanonymizer.

o The deanonymizer computes D = pC and shares h =
H,(D) to the authority.

o The authority shares ¢, u to the deanonymizer.

o The deanonymizer checks if C' 216+ u@. If the check
succeeds, the verifier discloses D to the authority.

o The authority checks if & L H,(D) and D Z tP+uR. If
both the check succeeds, the authority accepts the proof,
otherwise rejects it.

Theorem 7. The designated deanonymizer ring signature is
complete.

Theorem 8. The designated deanonymizer signature is exis-
tentially unforgeable.

Theorem 9. The designated deanonymizer signature is anony-
mous

Theorem 10. The designated deanonymizer ring signature has
nonrepudiation property.

Theorem 11. The designated deanonymization algorithm of
the signer in the designated deanonymizer ring signature both
sane and unforgeable.

Theorem 12. The demonstration of the signer algorithm for
the designated deanonymizer ring signature is complete.

Theorem 13. The demonstration of the signer algorithm for
the designated deanonymizer ring signature is sound.
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Theorem 14. The demonstration of the signer algorithm for
the designated deanonymizer ring signature is a black box
computational zero-knowledge.

X. COMPARISON AGAINST EARLIER CONSTRUCTION OF
DESIGNATED DEANONYMIZER RING SIGNATURE

For a ring size of N, and only one deanonymizer, our
signature consists of 2N field elements and 1 group element.
For every additional deanonymizer, the signature requires
one additional group element. In case of [10], the signature
requires loga N + 12 group elements and £ (3loga N +12) field
elements. We can reasonably assume that the group elements
have the same size as the field elements. In such a case, our
construction has a size of 2NV + 1, and the %loggN + 18. In
the case of smaller ring sizes up to 13, our construction has
a smaller size. Larger ring size does increase the size of the
transaction proportionally as all the public keys do need to be
included in the transaction. This limits the ring size in practice.
For example, Monero has a fixed ring size of 11. Under this
condition, our construction is a little bit smaller in size. Our
construction needs only one extra group element per additional
deanonymizer.

The verification of our construction requires 4N group
exponentiations and 2 additional exponentiations per addi-
tional deanonymizer. In the construction in [10], it takes
N + 2mn + 2m + 15 group exponentiations where N = n"".
Assuming n = 2, our construction performs about better up
to a ring size of 10. The proving requires the same number of
groups exponentiation as verification in our construction. In
case of [10], the proving time is mN + 3mn + 2m + 12. The
proving time is always better in our construction.

Therefore, it would be advisable to use our construction for
smaller ring sizes, and the construction in [10] for larger ring
sizes.

XI. SUMMARY

In this paper, we tackle the problem of trading on the
blockchain that involves physical assets. The trade is simply a
commitment to conduct the actual trade in due time. However,
the commitment can be proven in the court of law if any of
the parties back off. However, we also provide a solution to
keep every trade anonymous for everyone else.

We provide a new construction of a designated
deanonymizer ring signature to facilitate signing contracts in
a way so that only the deanonymizer can know the signer’s
identity, and everyone can verify that the deanonymizer can
indeed know the signer’s identity and prove it to someone if
the need be.

In most of the contracts, the parties involved would stick to
their promise, and hence, there is no need to involve the court.
In this case, every party remains anonymous to everyone not
involved in the contracts. On the other hand, if any of the
parties refuse to fulfill his/her promise, any other member can
take him/her to court.
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APPENDIX
Proof of theorem 1

Proof. Since ¢ = r — dyw and Y{ = wX}, we have cy Ay, +
dip By, = cpAp + dpwA;, = (Ck + dkw)Ak = (7“ — drw +
dkw)Ak = ’I‘Ak = Ek.

Also, D, = Yl Yy = Yl hi(wXy) =
w Zf:z hi X = wCl. So, we have, ¢,Cy, +dp Dy, = ci.Cr +
drwCy = (C}C +dkw)(]k = (rfdkardkw)Ck =rC = Fy.
Now, Vj # k,E; = c;A; +d;B; and F; = ¢;C; + d;Dj,
because that is how they are computed by the prover. Hence,
the verifier would compute the same hash h and since dj =
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h — Z#k d;, we have h = dj, + Z#k d; = Zj d;. Hence,
the verifier would return 1. O

Proof of theorem 2

Proof. We define the following interactive protocol for prov-
ing this fact.

« The prover sends (S) to the verifier.

o The verifier chooses ¢ random h® < F;, where ho = 1.
o The verifier sends (h*) to the prover.

o The prover chooses 7 < Fj

o Vj # k, the prover chooses c;,d; < [}

e The prover computes

B] = Ylj,
C] - Z%:Q Z'XZ]’
Dj =735 hiYi

e Vj # k, the prover computes E; = c;A; + d; Bj,
Fj = C]'Cj + d]'Dj
o The prover computes Ey = rAy, Fy, = rCy
« The provers sends (E7, F7) to the verifier.
o The verifier chooses h < I and sends h to the prover.
o The prover computes d, = h — Z#k d;
o The prover computes ¢, = r — drw
« The prover sends m = ((¢’,d”)) to the verifier.
o The verifier computes

Aj = X1j7

i = 1%‘7
Cj = X2 hiXij,
Dj =20 hiYi

« The verifier checks if £/ = ¢/ A7 4+ d' B,
FJ = JCY + d? DI If not, the verifier rejects the proof
and exits. )

o The verifier checks if h = 3 d;. If not, the verifier
rejects the proof, otherwise, the verifier accepts the proof.

We now prove the following lemma -

Lemma 1. If'S does not have any linear tuple, the probab,l;lity
of a successful verification is (1 — (1 —1/¢)™) + (1_% ~
(n+1)/q

Proof. There can be two cases to consider.

1) There exists some k such that Jw[By = wAg A Dy, =
wCl]. Since S does not contain any linear tuple, there
is some 4 such that Y;;, # wXj;,. Since the choices
hiVi > 2 are completely random, the probability of this
case happening for any particular &k is 1/q considering
the tuple ((Xk27 Ykg), (Xk37 Y'kg)7 ey ()(]mg7 th)) is not
a linear tuple. Otherwise the probability is 0. Hence, the
probability of this happening for at least one tuple in n
tuples is at most 1 — (1 — 1/¢)™.

Otherwise #w[By = wAy, A Dy, = wCy]. By the time
the have of h is available, value of (E7, F7) are already
committed, so in this case, the probability of successful
verification is 1/q.

2)
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Hence, the maximum probabiLity of a successful verification
is(1—-(1-1/¢)™) + %. For a large ¢, this is almost
equal to (n+1)/q.

O

Now we consider our main theorem. For simplicity, we
can consider all the outputs h’ to be coming from a single
random oracle call that returns a tuple of values in (F,)’. Let
us assume that, for an S containing no linear tuple, a PPTA
A can produce a valid proof with a probability € using Q1
queries to the first oracle and ), queries to the second oracle.
We break the interactive version using A.

We simulate the proof oracle S in the following manner -

e Vj, choose c;,d; <+ ]F;

o Compute hy =1,

hi =Hgy(h;i—1,8")V3<i<t

« Compute
A;/ = X1j7
B{ = YI%W
Cj = Zi:Q hiXij’

t
\?‘9 N %’zg—hiﬁ' ;B!
o ]/ set i~ Cj j/+ 355,
Fj = C]'Cj + dej

o Compute hh =3 d;

e Output m = ((¢/,d?))

Now, an inner random oracle simulator Qg is constructed
in the following manner -

« If an input was seen before, return the same output as

before.

o Else if the input is (m/,S’, (B, F"7)) for any of the
queries made in proof oracle, return ;5 dj-

« Else for any other input x, generate h <— Fj and return
h.

We simulate the first hash function the following way -

o Select random numbers a + {1...Q1 }.

o Else if the input is any (m, S, (E", F'7)) used in the
proof oracle , return Z y d; for the same.

o Else if the call is a'® call to the random oracle, send the
input to the interactive verifier and receive (h') from the
verifier and return it.

o Else generate h’ < F; and return (h').

Similarly, we simulate the second hash function the follow-

ing way -

« Select random numbers b + {1...Q2}.

« If the current input has been seen before, return the stored
output for the given input.

o Else if the call is b*" call to the random oracle, send the
input to the interactive verifier and receive h from the
verifier and return it.

« Else for input z, return Og(z).

We run A with the simulated oracle. Now, there is a 1/Q1
chance that A uses a** call to the oracle to use the h? values
and there is a 1/Q- chance that A uses b" call to the oracle
to use the h value. If it did so, it has a probability of e of
successful break. Hence the total probability of a successful
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break of the interactive protocol is Q:

W. Hence, ﬁ S
(n+1)/qg=e< QG
O
Proof of theorem 3

Proof. Suppose there is a P’ that does produce some valid
7 for the commitment (m, S, (E7, F7)) passed to the random
oracle with a probability § with the help of maximum () oracle
queries to the second oracle. We provide the definition for
the extractor E. E uses the algorithm P’ (||S|| + 1) times
with different simulators for the random oracle. E produces
a random oracle simulator and the proof oracle simulator Op
in the following manner -

1) If a query to any of the oracles was seen before, it returns
the same value as before.
2) If a query (m’,S’) is made to the oracle Op, the oracle
Op are simulated in the following manner -
o Vj, choose ¢;,d; < F}
o Compute hy =1,
hi =Hgy(hi—1,8")¥3 <i<t

« Compute
A;, = X1j7
B{ = lea
Cj =D imo hiXij,

Dj = Zf/:z hi¥s; /
. V_]/, set Ej/ = chj/—F d; By,
Fj = ch’j + dej
» Compute h =3}, d;
o Output 7 = ((¢/, d%))
and the random oracle is simulated to return 2 when
queried for (m/,S’, (B9, F"7)) for any query (m’,S’)
made to Op. It is easy to check that this would make
the proofs look valid under the simulated random oracle.
Otherwise, for any query z to the random oracle simula-
tor, the oracle simulator returns a random value chosen
uniformly from F}.

3)

We rewind P’ to right after the point it has chosen the hash
argument (m, S, (E7, F7)) repeated ||S|| times so that at least
two of the runs are for the same linear tuple in the set S.
When we rewind the program P’, we also rewind the oracle
simulators upto the same point. We run the rest of P’ with
the oracle simulator so that the simulators now return different
values. The probability of P’ using the index of query in the
second time is at least 1/Q. Also, the minimum probability
of passing the validation for two different challenges h and
I/ is at least 6(6 — 1/q). Since the validation passes, it must
be true that there is some index k so that the proofs 7 and
n’ for the challenges h and h’ respectively are dj, and dj,
respectively such that dj # dj,. Also, by proof of lemma I,
we know that this £ is the index of the linear member tuple.
So, we must have Ej, = ci Ay, + di By = ¢, Ax + d. By, =
¢k +diw = ¢}, +dj,w. This implies w = ;::fiz since dy, # dj.
The computatation can be repeated for all possible value for
k and the correct one can be verified by checking whether
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Fi, = wEy. Hence the extractor can extract the knowledge of
w with a probability of at least 5(5 (6—=1/9).
O

Proof of theorem 4

Proof. Suppose there exists some A such that

|Prim < P(m,S,k,w); A(m,S,7) = k] — 1/||S||| = . We
will use this to create a solver for the DDH problem. Given the
DDH problem A, B, C, D, we design the following algorithm
with a simulated random oracle.

o Generate k <+ {1..t}.

o Choose 71,73, ...,r < F;. We compute X’ = r*A and
Y* = r'B for each i € {1..t — 1}. This forms ¢t — 1
elements of our linear ¢-tuple X. The last element is
(C,D).

o Choose random points for the other ¢-tuples to for the set
S. Keep the X at index k.

o Generate m + 1*.

o Compute hy =1,
hi = Hg(hi—1,S)V3 <i<t

o Compute
Aj :le,

Cj =i hiXi,
Dy =Y ,hYy
o set BV = A+ d' B,
Fi=dCi+d DI
o Design the simulated random oracle in the following way
— If the input is (m, S, (EY, F7)), return 3= d;.
- Else return H,(input)
e Compute £/ = A(m,S,w) by passing the simulated
randq)m oracle.
o If k =k’ return 1, else 0.
Now, if D indeed is a DDH point, i.e. 3(b,¢)[B=bAANC =
cA N D = bcA], the signature really is a valid signature w.r.t.
the simulated oracle and there really is a linear member tuple,
so Pr[k’ = k] = 1/||S]|| & €. On the other hand, when D
is not really a DDH point, Pr[k’ = k] = 1/||S||. Hence,
the advantage of our algorithm = |Pr[k’ = k|3(b,c)[B =
bANC = cAAND = beA]l—Prik’ = k|—=3(b,c)[B = bANC =
cAAND = bcA]] = 1/||S]|£e—1/||S|| = +e. So, the advantage
for our DDH solver is also e. O

Proof of theorem 5

Proof. We create the following simulator S.
« Vj, choose ¢;,d; < F}
o Compute ho =1,
hi = Hg(hi—1,S)V3 <i<t

o Compute
A% = Xy,
Cj = im0 hiXij,

t
Dj =3 ims hi¥iy ,

. Vj,, set E]-/ = c]-A]-/—i— d; B},
Fj CjCj + dej
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o Compute h = Z]. d;

e Output m = ((¢/,d”))

Now, the random oracle simulator Qg is constructed in the
following manner -

o If an input was seen before, return the same output as

before.

o Else if the input is (m, S, (E"/, F'7)), return 3~ d;.

« Else for any other input z, return H,(z).
Now, since ¢/,d’ <« F;, both m; and my have the same
statistical distribution. Hence, the probablity of predicting the

correct value of b is % for any PPTA.
O

Proof of theorem 6

Proof. Suppose there is a PPTA P’ that is capable of creating
7 such that m’ #m” AV (m,m’,S") = 1AV (xr,m",S") =1
with a probability ¢ with @ queries to the random oracle.
Now, the algorithm P’ must have had invoked the random
oracle with values (m/,S’, (E7, F7)) and (m",S", (E7, F7))
(The value of (E7, F7) don’t change as ¢/, d’ are same). Since
the values m = (¢/,d’) are same and ) d; has to be equal
to the output of the oracle, it must be so that the oracle has
returned the same value for both the inputs. The probability
of thqe two oracle value being equal among Q) invocgtions is
1— % —1 - 2a=1)(@=2)..(¢=Q+1) 1 _ (fI*(jgl) which

. . q?
is negligible. (I

Proof of theorem 7

Proof. The completeness theorem is trivially true since the
verification protocol is deterministically computed, and the
computations listed can be checked to be correct. O

Proof of theorem 8

Proof. A signature oracle must contain a proof oracle since the
proof is part of the signature. The verification of the signature
requires a valid computation of the ZKPLMT 7. Let us assume
that the adversary A can produce this proof with a probability
0. Theorem 3 proves that if an adversary is able to create 7
with a probability § in the presence of the proof oracle, then
it should be able to extract the discrete logarithm for some Y}
with a probability € = %(5 (6 —1/q) where @ is the number of
queries to the proof oracle. The discrete log is the private key
for this signature. We now consider theorem 5 and construct
an advarsary that distinguishes the simulator from the true
random oracle and prover. Since the simulator S in theorem 5
does not use w and only takes (m, S), any extractor can only
extract w from the output of S with a negligible probability
(say o). However, for the real prover, the probability of
extraction is €. Hence, the distinguisher can be implemented by
extracting w using the extractor, and trying out all of the tuples
in S to check whether it is correct. If w is correct, output 2,
else output 1. So, n = Pr[b =] = Pr[t/ = 1|b = 1|Pr[b =
U+ Prlt =2b=2]Prb=2]>L(1-0)+ 3e=1+52.
Since o is negligible and theorem 5 proves that 7 — % is
negligible, so is €. Hence, ¢ is also negligible. O
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Proof of theorem 9

Proof. Suppose there exists an adversary A that can distin-
guish b from b’ with a non-negligible probability 5. We use it to
break the zero-knowledge property of the underlying ZkPLMT.
Let S be the simulator for the zero-knowledge property of
the ZKPLMT. We construct the following distinguisher for
distinguishing between the simulator and the true prover.

« Choose public keys {Q1, Q2, ..., Q. } randomly contain-
ing (. We assume that the index of @ in this array is k,
ie. Q = Qk ]

o Compute R' = qP".

e Generate k1 < {0..n}, ko =< {0..n} \ {k}

o Genetate by + {1,2}. Assign k := ky, .

o Compute the linear tuple X = ((G, Q), (P?, RY)).

« Compute non-linear tuples Y7 = ((G, Q7), (P, R?)) for
all j # k. Assign Yy, := X.

o Provide (M, Y3k, q) to the ZKPMLT zero-knowledge
challenger

o The Challenger generates random b «+ {1,2}.

e The Challenger computes the simulation (71,0g) =
S(M, YY)

o« The Challenger
PO (M, Y k. q)

o The Challenger shares the signature (mp, Og)

o Compute b} = A°(TL, ky, ko, M, pkl, pk?).

o If b} = by, return ' = 2, else return b’ = 1.

Since the ZKPLMT simulator does not use k, the probability of
b}y = by if the ZKPLMT challenger used a simulator would be
%. Otherwise, if the ZKPLMT challenger used the true signing
algorithm, the probability of b] = b; would be % =+ 4. Hence,
the probability of b =V’ is Pr[b = 1] x Pr[t/ = 1|b = 1] +
Prib=2]xPrlt =2b=2]=3ix3i+ix(i+5) =148
Since § is non-negligible, so is 4/2.

computes the proof

O
Proof of theorem 10
Proof. It follows directly from theorem 6.
Proof of theorem 11

Proof. By theorem 2, it must be that there exist some k such
that ((G, Qx), (P?, R?)) is a linear tuple with a overwhelming
probability. Also, by theorem 3, the signer must know ¢, € I,
such that @y, = ¢xG with a overwhelming probability. Since
(G, Qy), (P, RY)) is a linear tuple, R’ = ¢, P! = q1p'G =

p'qeG = p'Qy. Hence, the [** deanonymizer can find out
Qr = pl_lRl with a overwhelming probability. O

Proof of theorem 12

Proof. By theorem 2, it is proven that there exist some &k such
that ((G,Qg), (P%, RY)) is a linear tuple. Also, by theorem
11, we know that the [** deanonymizer can find out Qp =
pflRl. Hence the theorem is trivially true as the computation
is deterministically correct given fixed ¢, u, p;. O

Proof of theorem 13
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Proof. By theorem 2, it is proven that there exist some &k such
that ((G, Qx), (P?, RY)) is a linear tuple. Also, by theorem 11,
we know that the [*" deanonymizer can find out Qj, = pl_lRl.
Suppose an advarsary can provide a valid proof even when
Qu #p; ' Ru.

The prover must either have computed D = pC' correctly, or
H, produced the same output for two different values. Let us
assume that (G, Q) and (P, R;) are not linearly dependent.
Suppose P, = pG. Now, it could happen that the verifier had
sent the value O’ = t/G+u'Q where t' = t—ks, v’ = u+s for
some s. This means C' = (t —ks)G+ (u+$)Q = tG+uQ =
C. Hence the prover would have no way of distinguishing the
two cases.

However, given C' = tG + u@ and D = tP; + uR; as the
verifier checked, there is only one value of ¢ that would satisfy
the verifier checks unless (G,Q) and (P, R;) are linearly
dependent (otherwise one can solve for ¢ and u given the other
values with infinite computational power). Since the prover
could only see C, it cannot distinguish between u and u'; so
the probability of it computing D correctly is at most 1/gq.
The probability of a different D having the same hash is 1/q.
Hence, the probability of a successful verification for a non-
linear set of pairs of points is at most 1/¢+1/¢(1—1/q). O

Proof of theorem 14

Proof. To prove it, we must construct a deterministic algo-
rithm M such that given a black box access to any arbitrary
program acting as a verifier V*(possibly malicious), M is able
to generate transcript that is computationally indistinguishable
from an actual transcript of the interaction, i.e. (C, D, h,t,u),
by any PPTA A.

Our simulator M works as follows with black-box access
to V*.

1) M receives C from V*,

2) M generates h' < F; and sends to V*.

3) M receives (t,u) from V*.

4) M checks C' = tG +u@, and computes D = tP, +uR;
. If the check fails, the simulator outputs (C, D, h, t,u)

5) M computes h = H,(D)

6) M again rewinds the verifier V* to the point after the
verifier returned C, but passes h instead of A’ in this
run.

7) If V* outputs the same values for (¢,u), the simulator

outputs the transcript (C, D, h,t,u). Otherwise it out-
puts (C,D,h' t,u).

If the check C = tG + uQ succeeds and V* outputs
the same values for w,t for both runs, (C,D,h,t,u) pass
all tests for correctness. Hence, the generated transcript is
indeed indistinguishable from an actual transcript by any
PPTA. Otherwise, the failure scripts are indistinguishable.

O

Authorized licensed use limited to: Carleton University. Downloaded on August 01,2020 at 02:40:31 UTC from IEEE Xplore. Restrictions apply.



